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Belief revision [5] is an important problem in knowledge representation and artificial intelligence. It
consists in revising plausible beliefs of an agent in the light of new information, often considered to be
completely certain and reliable. If the new information to be inserted is consistent with the a priori
beliefs, then the revision comes down to simply add this information to the agent’s beliefs. The problem
arises when this new information contradicts a priori beliefs. In this case, the agent must decide which
information to ignore or replace with other weaker, less informative and less precise information.

Within the framework of uncertainty theories, the process of belief revision is materialized by the
notion of conditioning. Agents’ beliefs are modeled by uncertainty distributions p (probability distribu-
tion, mass function, possibility distribution, ordinal conditional function, etc.) which associate to each
element of the universe of discourse (in our context, a set of propositional logic interpretations) a degree
of plausibility.

In probability theory, Bayesian conditioning is widely used, especially in Bayesian networks, for the
propagation of beliefs in the presence of new observations.

For belief functions, Dempster’s rule of conditioning remains the reference operator for the revision
of uncertain information.

In possibility theory, conditioning is defined in two different approaches, depending on how the
uncertainty degrees are interpreted. The first definition is so-called product-based possibilistic condi-
tioning which makes full use of the uncertainty interval [0, 1]. The second definition is called min-based
possibilistic conditioning where only the relative order between uncertain information matters.

These standard conditioning operators (probabilistic Bayesian conditioning, Dempster’s rule of con-
ditioning, possibilistic min-based and product-based conditionings) have been very well studied in the
literature, both from representational and computational points of view.

There is, however, another form of conditioning, called Fagin and Halpern conditioning (which we
will note in the following FH-conditioning), which is little considered in the literature, in particular
from a computational point of view. This conditioning was introduced in the framework of belief func-
tions theory in [4]. FH-conditioning allows to obtain a better characterization of the conditioned belief
function than that of Dempster in the context where the belief functions are interpreted as lower and
upper probabilities induced by a particular family of probability distributions (see also [1] for a discus-
sion whether FH-conditioning should be considered as a revision or prediction operator). Besides, still
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within the framework of the theory of belief functions, other theoretical justifications of FH-conditioning
have been proposed in [2, 6] and recent work have illustrated their use for object detection in the context
of autonomous vehicles [7].

In the context of possibility theory, FH-conditioning has been approached only from a semantic point

of view [3] and there is no work (to the best of our knowledge) that treats this conditioning from the
point of view of syntactic representation of uncertain beliefs.
In this work, we are interested in addressing this shortcoming by studying FH-conditioning in a frame-
work where uncertain beliefs are represented by sets of weighted propositional logical formulas. In
possibility theory, the available uncertain information is represented by what is called a possibilistic
belief base that we will denote by 3. This weighted belief base is composed of a set of pairs (¢;, «;)
where ¢; is a propositional logic formula, and «; is a minimum degree of certainty (more precisely a
degree of necessity in the sense of the possibility theory) associated with ¢;.

The question considered in this presentation is how to revise a possibilistic weighted base ¥, in the
light of a new totally certain information (denoted by (i, 1), where 1 is a propositional logic formula)
while being in full agreement with the possibilistic semantics of FH-conditioning. To achieve this goal,
we first propose an equivalent reformulation of the semantic definition of FH-conditioning as a sequence
of three transformation operations of possibility distributions. For each of these semantic transformation
operations, we propose their equivalent characterisation on the weighted belief bases. At the end of the
third operation, we show that the final obtained belief base corresponds exactly to the application of
FH-conditioning on weighted belief bases. We provide the spatial and temporal complexity analysis of
the syntactic computation of FH-conditioning. We show that the size of the revised belief base is linear
with respect to the size of the initial base. Moreover, the complexity of computing the FH-conditioning,
from the weighted belief bases, comes down to the complexity of computing the degree of certainty of
the new information 1 from the initial base ¥, which is done in log,(n) calls to a satisfiability test of a
set of propositional formulas (SAT).
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